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Abstract

We propose a model-based clustering algorithm for a general class of functional data for which the
components could be curves or images. The random functional data realizations could be measured with
error at discrete, and possibly random, points in the definition domain. Based on [1], the idea is to build
a set of binary trees by recursive splitting of the observations. At each node of the tree, a model selection
test is performed, after expanding the multivariate functional data into a well chosen basis. We consider the
Multivariate Functional Principal Component basis, developed in [2]. Similarly to [3], using the Bayesian
Information Criterion, we test whether there is evidence that the data structure is a mixture model or not
at each node of the tree. The number of groups are determined in a data-driven way and does not have to
be pre-specified before the construction of the tree. Moreover, the tree structure allows us to consider only a
small number of basis functions at each node. The new algorithm provides easily interpretable results and fast
predictions for online data sets. Results on simulated datasets reveal good performance in various complex
settings. The methodology is applied to the analysis of vehicle trajectories on a German roundabout. The
open-source implementation of the algorithm can be accessed at https://github.com/StevenGolovkine/

FDApy. Complete version of the work is available at arxiv:2012.05973.
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